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Abstract domains, is becoming an emerging research topic [Li, 2011].

Cross-domain collaborative filtering (CDCF),
which aims to leverage data from multiple domains
to relieve the data sparsity issue, is becoming an
emerging research topic in recent years. However,
current CDCF methods that mainly consider user
and item factors but largely neglect the heterogene-
ity of domains may lead to improper knowledge
transfer issues. To address this problem, we propose
a novel CDCF model, the Bilinear Multilevel Anal-
ysis (BLMA), which seamlessly introduces multi-
level analysis theory to the most successful collabo-
rative filtering method, matrix factorization (MF).
Specifically, we employ BLMA to more efficiently
address the determinants of ratings from a hierar-
chical view by jointly considering domain, commu-
nity, and user effects so as to overcome the issues
caused by traditional MF approaches. Moreover, a
parallel Gibbs sampler is provided to learn these ef-
fects. Finally, experiments conducted on a real-
world dataset demonstrate the superiority of the
BLMA over other state-of-the-art methods.

1 Introduction

In the era of Web 2.0, searching for what we want and then
finding what we really need from a huge amount of online
information became a daunting task. As a result, various rec-
ommender systems have been proposed to alleviate the infor-
mation overload problem. As the core component of a recom-
mender system, collaborative filtering (CF) techniques have
been widely studied in recent years. In particular, matrix fac-
torization (MF) based latent factor models [Koren, et al.,
2009, Weston, et al., 2012] have become dominant in current
CF approaches, where MF rates the user i’s preference to item
j according to the interaction of the user-factor vector u; and
the item factor v; using the inner product, i.e., R;; = u] v;.
However, most of the real world data follows the power law,
i.e., the majority of users are only associated with a very few
items. Therefore, insufficient data has become the major bar-
rier for CF methods including MF, and it leads to two big
challenges to the CF: the cold-start and data sparsity issues
[Su and Khoshgoftaar, 2009].

To address these issues, the cross-domain collaborative fil-
tering (CDCF) approach, which leverage data from multiple

An early neighborhood based CDCF (N-CDCF) method was
introduced in [Berkovsky, ef al., 2007], but it can easily fail
to find similar users or items when data is very sparse. It is
possible to directly apply matrix factorization (MF) to CDCF
(MF-CDCF) by concatenating the rating matrix of each do-
main. However, this method may not work properly for the
cross-domain scenario. These drawbacks are revealed in an
example using two domains Book and Music as depicted in
Figure 1 (a). Empirically, the factors affecting users’ prefer-
ences for books are different from those affecting users’ pref-
erences for music. Therefore, due to such heterogeneities be-
tween book factors and music factors, it generally fails to find
good estimates for u; that can simultaneously measure both
the preferences for books and music.

Recently, Pan, ef al. [2010] proposed a transfer learning
based MF (TLMF) for CDCF. They assume the existence of
an auxiliary domain with dense user data so that knowledge
learned in this domain can be transferred to the target domain.
However, it is often impossible to find such a dense data do-
main realistically since the rating matrix is sparse for the ma-
jority of users in most domains where the power law per-
vades. To surmount this barrier, a more reasonable solution
is to leverage the complementary data from multiple do-
mains. Collective matrix factorization (CMF) [Singh and
Gordon, 2008] is able to leverage data from multiple domains
by coupling the rating matrix of each domain along the com-
mon user dimension. However, all these models may still en-
counter a special cold-start problem when a user is new to the
target domain. As shown in Figure 1 (b), the user-factor vec-
tors for users are co-determined by the feedback in auxiliary
and target domains. If no data is available for user i in the
target domain (marked with a red box), the user-factor vector
u; will have to be simply determined by the user preference
data in the auxiliary domain. If such u; is directly transferred
to the target domain and interacts with heterogeneous item
factors to measure user preferences, it may yield a poor pre-
diction. We call this issue as the “blind-transfer”. Recall that
the data associated with the majority of users are insufficient
and even absent, so the above approaches commonly suffer
from such blind-transfer issues for realistic online data. For
current MF approaches, the rating to an item j is fully deter-
mined by user factors, i.e., uL-ij. Due to this reason, current
MF models cannot relieve themselves of the blind-transfer
issue, especially when the data is extremely sparse.
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Figure 1: (a) The MF works around the CDCF by concatenating ma-

trices of multiple domains as a single matrix. (b) The demonstration

of blind-transfer issue in the CMF and the TLMF.
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In this paper, we address the “blind-transfer” issue from a
new perspective. The basic assumption here is that the ratings
for items are determined not only by personal factors but also
by domain and community effects. Let’s take an example to
illustrate this hypothesis. We argue it is possible to predict a
general rating r for iPhone 5 based only on general market
factors, even without any user’s feedback. Moreover, the us-
ers in different communities often provide biased ratings con-
trary to each other, for instance, trendspotters may give
higher ratings (positive bias) to iPhone 5 whereas IT engi-
neers may give lower ones (negative bias). Such community-
specific bias b, is associated with the underlying community
characteristics. As to a specific user, a personalized bias b,
is given to the general rating r, where b,, can be divided into
two parts, b, 4 and b, ; repectively. The b, 4 is determined
by domain-independent user factors that may correlate to per-
sonal status, e.g. age, position, income, whereas the b, ; is
determined by domain-specific user factors, e.g., a user may
prefer expensive phones but cheap clothes. With all that in
mind, the personal rating of an item can be expressed as R =
T+ bc + by g + by, i.€., the determinants of a personalized
rating is governed by a multilevel factor model apart from flat
individual factor models. Hence even when the user data is
absent in some domain,  + b, + b, 4 is still available to give
an acceptably accurate rating. Therefore, the proposed multi-
level factor model is more complete and robust than the tra-
ditional individual-only factor models.

To model the above hierarchical factors, we employ the
multilevel analysis theory, also referred to as the hierarchical
linear model, or the mixed model [Goldstein, et al., 2007,
Snijders and Bosker, 2011]. Further, we propose a novel MF
model that seamlessly integrates multilevel analysis theory.
As MF is a bilinear model, our model is named the Bi-Linear
Multilevel Analysis (BLMA).

The main contributions of this paper include:

e We propose an innovative approach to determine the
personalized ratings via a multilevel factor model,
which is more complete and robust than the classical
flat factor models, especially when data is sparse.

We provide a novel CDCF model, the BLMA, which
integrates multilevel analysis theory to the MF model.
We apply Bayesian inference using parallel Gibbs sam-
pling to learn parameters of the BLMA.

We empirically evaluate our approach and other state-
of-the-art approaches on a real-world data set. The re-
sults demonstrate the superiority of our approach.
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2 Problem Formulation

Our solution for the CDCF problem, which has a hierarchical
structure, is depicted in Figure 2. In this paper, we use d to
denote domains, d € {1,---, Np}, and ¢ to index the commu-
nities within domain d, ¢ € {1,--, N¢}. Communities can be
defined dedicatedly or discovered from data. Users are in-
dexed by i, fori € {1,::+, Ny}, and in each domain, a user i
only belongs to a community. j is used to index items for
each domain, for j € {1, -+, N}. The ratings (observed data)
are denoted as R = {Ry;;|(d,i,)) € I}, where (d,i,j) € Ig
indexes each observation, i.e., the rating that user i gave to
item j of domain d. We use {(d, i,j) € Ix(dc)} to denote all
indices associated with community ¢ in domain d and simi-
larly we have Ig(di), Ix(i), and etc.
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Figure 2: A hierarchical representation of CDCF problem. Users are
nested within communities within a domain. Note the same user is
marked with the same color across domains.

In Figure 2, it can be observed that users are nested within
communities within domains. This is a typical usage scenario
of multilevel analysis [Goldstein, ez al., 2007, Snijders and
Bosker, 2011]. In particular, it is natural to employ the nested
random effects model [Rabe-Hesketh and Skrondal, 2008] to
analyze such a nested structure as given by Eq. (2), where a4,
04c(i)> Sqi are used to model the nested effects. More specif-
ically, a; = [a,, -+, ax]" represents the fixed effects for do-
main d (Level-3), user i belongs to the community dc(i)
(Level-2) in domain d, and the random effects of this com-
munity are denoted as 04.(;) € R, and s4; € R¥*? stands
for the domain-specific random effects of user i (Level-1).

Ryij = pag + vijug; + eqy; (D

Uy =g+ 04y + Sa; + G (@)

0acy ~ N(0,29), sq; ~N(0,29), g; ~N(0,2,) (3)
Vaj ~ N(0,29), €aij ~ N(0,0%) (4)

Moreover, since users are associated with multiple do-
mains in a CDCF problem, g; € RK*! in Eq. (2) is used to
model such cross-domain user factors. In fact, the g; has the
exact counterpart in multilevel analysis, namely the crossed
random effects model [Raudenbush, 1993, Rabe-Hesketh and
Skrondal, 2008]. Also, in Eq. (1), ug4 is the mean rating of
domain d and vg; € RX*1 stands for the random effects for
item j and eg;; is the error associated with each observation.
Here, the bilinear term v} jUq; formally represents the multi-
level effect over items as discussed previously. Since this
model contains both fixed and random effects, it is called a
mixed (effects) model in multilevel analysis.



Then, one question that needs to be answered is whether to
use fixed or random effects for domain, community and user
level respectively. In practice, there is no definite criteria for
determining whether fixed or random effects should be used,
but some useful discussion can be found in several research
papers [Gelman and Hill, 2006, Rabe-Hesketh and Skrondal,
2008]. Here, users can be viewed as a sample from a popula-
tion since more new users may join, and the number of com-
munities may also change with user growth. So the effects of
users and communities are treated as random. In contrast, the
effects of a domain do not change with users, i.c., the same
for all users, so it is modeled as fixed effects.

3 Bayesian Bilinear Multilevel Analysis

3.1 Model

For the model given by Eq. (1), if we treat v4; as a known
vector to serve as the covariates, then Eq. (1) is reduced to a
linear mixed model (LMM). Alternatively, if uy; is treated as
known covariates, Eq. (1) becomes a linear random effects
model. Now let us move py from the right side to the left side
of Eq. (1), so the reformed equation is given by:

Yqij = Vg + eqi, where Y5 = Rgij — g (5)

Immediately, we find that the mixed effects u,; and the ran-
dom effects v,; in Eq. (5) exactly correspond to K dimen-
sional user and item factor vector in the MF. That is, we can
seamlessly bridge multilevel analysis to the MF. Hence we
call Eq. (1) the Bilinear Multilevel Analysis (BLMA), be-
cause the bilinear terms u4; and v4; are unknown and needs
to be learned as classical MF models.
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Figure 3: The graphical model for BLMA

In this paper, we formalize the BLMA using a Bayesian
probabilistic model. The corresponding graphical representa-
tion of this model is illustrated in Figure 3. Accordingly, the
conditional distribution over the observed data R (cf. Eq. (1))
can be easily written as:

p(RIv,u,62) = [T(aijyerg N (ta + TR a?) (6)

For Bayesian analysis of multilevel models, broadly speak-
ing, two types of prior distributions are available: (a) unin-
formative; (b) informative [Browne, 1998, Goldstein, et al.,
2007]. The uniform prior is a commonly used uninformative
prior for fixed effects, i.e., p(ay) « I for the domain effects
a,. In practice, it can be approximated as p(a;)~N (0, cI),
where c is very large. For random effects, informative priors
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should be placed on variance parameters. The inverse gamma
prior, I"1(g, £), with small €, is often placed on scalar vari-
ance while the inverse Wishart prior, W~1(v, @), is used for
variance matrix [Browne, 1998, Browne and Draper, 2006].
In this paper, without loss of generality, we set ¢ = 0.001 for
I[1(g, &) and v = K, @ = I for all W~ (v, ®). Then, the pri-
ors for the variance parameters w.r.t. the random effects, 04,
Sqi> 9i> Vaj and error ey;;, can be given as follows:

p(Zd) = WL, @), p(Z) = W i(ve, dd)
p(2,) =W (v, @,), p(EL) =W (v, &)
p(6?) =T~(e, ) %

Obviously, this model lends itself to a full Bayesian anal-
ysis by a Markov Chain Monte Carlo (MCMC) method.

3.2 Inference

MCMC methods aim to generate samples from a joint poste-
rior p(@|Y) of all unknown parameters @. In the BLMA,
0 ={a,0,59,v,X, XX, 0%} represents fixed/random ef-
fects and variances. Directly sampling all parameters in ©
from the joint posterior is intractable in the BLMA because
the product of two random variables, v} Uqi, does not belong
to any distribution in general. Fortunately, the Gibbs sampler
can approximate the joint posterior by sampling each variable
in O in turn, conditioned on other variables with current val-
ues. Best of all, the Gibbs sampling algorithm for the BLMA
is nearly identical to that for the LMM, since the BLMA is
reduced to the LMM when sampling u conditioning on v,
and vice versa.

Referring to the Gibbs samplers for the LMM [Browne,
1998, Browne and Draper, 2000, Goldstein, et al., 2007], we
design a parallel sampling algorithm for the BLMA below:

Algorithm 1: Parallel Gibbs sampling scheme for the BLMA

e Draw samples for ¥ = {a, 0,5,9,%, %, L'g, 02} as LMM
when v is given and acts as the covariates.

1. Ford € {1,---,Np}, sample the domain effects a,; in
parallel:

aq|v,P\ag ~ N(aq, 2,) (®)

. -1
where £4 = 62(Xa, jyerpa VajVa))

Ydj [Rdij_“d_vgj(odc(i)+sdi+gi)]]
o2

a; = Ed [Z(d,i,j)el;;(d)
2. Forc € {1,---,NZ}, sample the community effects 04
in parallel for each domain d:
Odclv: lI’\odc ~ N(adcr 2'dc) (9)
T -1
P VajVai -1
where Zgc = (Z(d,i,j)elk(dc)% + X5 )

T
vgj [Rdij—lld—vj (ad+sdi+gi)]]
0-2

04, = E'dc [Z(d,i,j)eIR(dc)

3. Fori € {1,::+, Ny}, sample the global user effects g; in
parallel.

g9:lv,P\g; ~N(givfi) (11)



-1

Lt zg)

Ud Ud

where 2 = (Z(dlj)elk(l)

vdj[Rdij_Nd_vgj(ad"'odc(i)"'sdi)]
o2

9:.=2%, [Z(d.i,j)em(i)

4. Fori € {1,---, Ny}, sample the domain-specific user ef-

fects s4; in parallel for each domain d.

sailv, Y\sq; ~ NV (3ai, Lai) (10)
-1
—_ Vdj Ud 1

where 2g; = (Z(du)elR(dz) —= Zd )

~ —~ Vdj Rd--—ud—vg-(ad+od (-)+g-)

Sai =2y [Z(d,i,j)elR(di) Ray - c51)]
5. Sample variance parameters, Z,, X, Xy, o?:

ZEIP\ZS ~ W (v + NE, @§ + X 04c00,)

EIP\ES ~ W (v + Ny, @F + 3 54i54:)

I P\Ey~ W (vy + Ny, @, + 3 9:97)

o?|P\o? ~T (e + |RI/2,e + Tayjery edij/z)

—Hag — ngudi

e Draw samples for ¥ = {v,X,, 52} as the LMM when u is
given and acts as the covariates.

1. Forj € {1,-+, N&}, sample the item effects v4; in par-
allel for each domain d.

vdjlu, 'I’\vdj ~ N(i}djifd])
+x4” 1)

udl[Rdlj_ﬂd]]

where edij = Rdij

(12)
-1
dl

where f'dj = (Z(dL])EIR(d)

=2, [Z(d i.))elr(d)
2. Sample variance parameters, £, 62
P\, ~W (v, + N, @, + 3 v,4;v5;)
o?|P\o? ~T (e + RI/2,e + T(aijerp eéij/z)

Note that appropriate initial values can fairly speed up the
convergence of MCMC methods. For the BLMA, we may use
a MF method, such as the BPMF [Salakhutdinov and Mnih,
2008], to generate initial values, v, and £¢, w.r.t. items for
each domain d. Then, using v as the covariates for the LMM,
we can initialize @, 0, s, g, Z,, X5, 062 by the likelihood esti-
mates [Browne and Draper, 2006, Goldstein, ef al., 2007].

3.3 Prediction

After the burn-in perlod MCMC methods can predict miss-
ing ratings, Rdu, in terms of the predictive posterior mean,
E(Ry;; | |R) This mean is often computed by the Monte Carlo
approximation from S samples:

]E(Rdl]|R) ~ _Zs 1 E(ﬁdlllu((;)'v((;)vR)
Eﬁd”'“z(i?'”gf' R) = pg +v3) uf)  (13)

where the mean w.r.t. each sample is obtalned accordlng to
Eq (6), and the effects ufil) = aé) + 0( % + sfil) +9; ) and
y

vy ; are sampled from the Markov chain by Eq. (8) ~ (12).
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Noted that the domain-specific effects s(s) do not exist if
user i is new in domain d, we can simply 1et it be the popu-
lation mean of user factors, that is 0 (cf. Eq. (3)), or the com-

. ~(s) .
munity sample mean, namely ¥ cc i) Sqr /1Ca (D], where
C; (i) returns all non-cold-start users from i’s community.

3.4 Discussions

So far we have presented the prediction method for the
BLMA, now we can formally explain why the BLMA can
work and how it avoids the blind-transfer issue in the CDCF.

In the BLMA, the domain effects @, is regressed from the
data for all items (cf. Eq. (8)) in a domain, so Taij = Ha +
vl j@a, gives the general rating to item j, which is fixed for
all users. The community effects 0,4, is estimated according
to the ratings given by the users in this community (cf. Eq.
(9)), 80 b;j = V] jOdc provides the community-specific bias.
As to the user level, g; is estimated from user’s feedbacks
over all domains (cf Eq.(11)),so bdl vd ;9 gives the bias
based on a user’s global preference $4; is estimated from
user’s feedbacks in a domain (cf. Eq. (10)), so bg;; = vl iSai
gives the bias according to domain-specific preferences.
Hence Ry;j = 74j + beij + by; + by;; provides a multilevel
effects based rating predictor as given by Eq. (13).

It has been demonstrated that leveraging social links [Ma,
et al., 2008] or neighborhood data [Koren, 2008] can signifi-
cantly improve prediction performance. Here, the BLMA
goes a step further, it models not only the community effects
to correlate users but also the other effects of domains and
individuals to discover similarities. Such multilevel effects
are particularly useful when individual user data is insuffi-
cient. If we remove the domain effects a;, community effects
0,4, and domain-specific user effects s4; from Eq. (2), the
BLMA degenerates to the CMF where only the flat single-
level user factors g; are modeled. Obviously, simply using
g; 1s vulnerable to the heterogeneity issue as discussed at the
beginning. In comparison, the domain effects a; and the
community effects 0,4, enable the BLMA to more efficiently
tackle issues of domain heterogeneity and data sparsity.

Another point of concern is the membership of commu-
nity. These memberships can be directly assigned according
to real-world memberships. For example, fan clubs for cars
and groups for games are two types of easily retrieved mem-
berships from two different domains. If such ready-made
memberships are not available, we can discover them from
data [Fortunato, 2010]. In this paper, we only consider a user
belonging to a single community within a domain, but the
multiple membership can also be dealt with easily by assign-
ing different weights [Browne, et al., 2001].

4 Related Work

We propose to solve the CDCF problem by using the BLMA,
which can be regarded as an approach that couples multilevel
analysis with MF. Hence, the applications of multilevel anal-
ysis and MF based approaches for CDCF are the two most
relevant research areas.

Codebook Transfer [Li, e al., 2009] assumes some cluster-
level rating patterns, which are represented by a codebook,



can be found between the rating matrices in two related do-
mains. The Rating-Matrix Generative Model [L4i, et al., 2009]
extends this idea with a probabilistic model to solve collec-
tive transfer learning problems. In reality, there are many
cold-start users for most domains. Therefore, it is always out
of the question to seek common patterns among domains
without user data. The Coordinate System Transfer [Pan, et
al., 2010] learns the user-factor matrix U, from an auxiliary
rating matrix in the first step, and then generates the user-
factor matrix U for the target domain based on U,, with the
regularization of penalizing the divergence between U, and
Ur. As pointed out at the beginning, this approach will run
into the blind-transfer issue for cold-start users. Therefore, all
the above approaches are not applicable to the CDCF prob-
lem over multiple domains as studied in this paper.

Although the CMF [Singh and Gordon, 2008] can address
the CDCF problem over multiple domains by coupling the
common user dimension, it still suffers from the blind-trans-
fer issue. Moreover, CMF uses a set of weights to trade off
the loss of the fitting rating matrix from each domain. How-
ever, searching an optimal combination of weights to tune the
prediction performance is a heuristic and computationally ex-
pensive task. In comparison, the BLMA applies Bayesian
analysis to assign priors on all variables and learns them by
Gibbs sampling. In fact, we have shown that the BLMA can
be reduced to the flat Bayesian CMF [Singh and Gordon,
2012] by removing all high level group effects.

The multilevel analysis [Snijders and Bosker, 2011] is a
popular statistic model theory, which has been widely studied
and applied to many areas, including economics, education,
sociology, biology, health, and beyond [Raudenbush, 1993,
Gelman and Hill, 2006, Goldstein, et al., 2007, Rabe-Hesketh
and Skrondal, 2008]. The BLMA brings multilevel analysis
from the traditional linear world to the bilinear world and
brings multilevel effects to the MF instead of the traditional
individual factors. Being an integrated approach with more
robust models for tackling complex data sets, the BLMA is
proposed for applications beyond the CDCF problem.

5 Experiments

The experiments were conducted on a real-world dataset, that
is, the ratings for Amazon products. We evaluated the predic-
tion performance using the BLMA and other state-of-the-art
approaches to demonstrate the superiority of our model.

Table 1: Statistics of Amazon dataset for evaluation

Domain # Items Density avg. # ratings/user
Book 6000 0.0097 57
Music 5000 0.0062 30
DVD 3000 0.0124 37
VHS 3000 0.0117 35

5.1 Data Preparation

The dataset was crawled from the publicly available Amazon
website, where it contains 1,555,170 users and 1-5 scaled rat-
ings over 548,552 different products covering four domains:
393,558 books, 103,144 music CDs, 19,828 DVDs and
26,132 VHS video tapes [Leskovec, ef al., 2007]. Obviously,
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these domains are different but there are some common user
factors to affect preferences across these domains, so this da-
taset is highly suitable for testing the CDCF algorithms.

We filtered out users who have rated at least 50 books or
30 music CDs so that there are enough observations to be split
in various proportions of training and testing data for our
evaluation. Finally, 2,505 users were selected, and in addition
we retrieved all items rated by these users in these four do-
mains and set aside top K rated items for each domain respec-
tively. We use D to denote this extracted data set. Table 1
shows the statistics of D. In this experiment, we evaluated the
prediction performance by using Book and Music CD as the
testing domains respectively. Accordingly, we constructed a
set of different training/testing sets as follows.

o Sparse data cases: We constructed two different spar-
sities of training sets by respectively holding out 80%
and 25% of ratings for the Book domain from D, when
testing the prediction over books. The hold-out data
serves as the ground truth for testing. Likewise, we con-
structed two other training sets when testing the predic-
tion over music CDs by respectively holding out 80%
and 25% of ratings for the Music CD domain from D.

o Cold-start cases: To simulate the cold-start cases, we
constructed two training sets by randomly selecting half
of users and holding out all their data from the Book and
the Music CD domains respectively.

5.2 Metrics and Comparative Methods

The Mean Absolute Error (MAE) is the most widely used
evaluation metric to measure the prediction quality for col-
laborative filtering. In Eq. (14), r;; denotes the true rating
user i gave to item j, 7; ; is the predicted rating, and N = |T|
is the number of ratings in the testing set.

MAE = Zrl.'l.eTABS(ri —#;)/N (14)

In this experiment, a group of state-of-the-art methods for

the CDCF problem are given by:

o MF-SGD: The most well-known MF method for single
domain CF by minimizing the squared error by stochas-
tic gradient descent [Koren, et al., 2009]. It is simply
run over the rating matrix of the testing domain.

e N-CDCF-U: The user-based neighborhood method as
mentioned at the beginning. Here we use 10 closest us-
ers as the neighborhood.

e N-CDCF-I: The item-based neighborhood model. We
use k=10 closest items as the neighborhood.

o MF-CDCF: The MF model described at the beginning.
It is run over the concatenated rating matrix that mixes
the items of four domains.

o CMEF: It couples the rating matrices of four domains on
the user dimension [Singh and Gordon, 2008].

Since this dataset does not explicitly provide memberships
of communities, we have to generate communities from data
for the BLMA. As the community detection algorithm is not
the focus of this paper, we simply employ hierarchical clus-
tering algorithm to generate 50 communities for each domain.



The similarity for the clustering algorithm is computed by:
Simt (uml un) = % St (um' un) + ﬁ ZdEA Sd (um' un)
where s(u,, u,) = (nij/ni]- + 20)cosine(um, uy,), n;j de-
notes the number of items rated by both u,, and u,, [Koren,
2008], t denotes the target domain, and A denotes other do-
mains. It assigns more weight to the similarity of the target
domain t so as to create the domain-specific communities.
The dimensionality of factors and hyper-parameters for all
comparative methods are determined by cross validation. The
improvement becomes not significant, and even decreases for

some models, after the dimensionality is increased above 30.

5.3 Results

We first evaluated the prediction performance using the
above constructed training/testing sets for sparse data cases.
Table 2 reports the results of all comparative methods.

Table 2: MAE of comparative models for the sparse data cases

Book Music CD
Model 75% 20% 75% 20%
MF-SGD 0.597 | 0.833 | 0.749 | 0.942
N-CDCF-U | 0.488 | 0.776 | 0.701 | 0.906
N-CDCF-I 0.728 | 0.850 | 0.776 1.062
MF-CDCF 0.503 | 0.753 | 0.715 | 0.832
CMF 0.452 | 0.751 0.686 | 0.817
BLMA 0.321 0.702 | 0.632 | 0.771

From Table 2, we can find that the CDCF methods achieve
much better performance than the single-domain CF method,
i.e., MF-SGD. Therein, our model, the BLMA, significantly
outperforms all other comparative methods over all testing
cases, and at least 18% improvement is achieved for any case
comparing to MF-SGD, which illustrates that the BLMA can
better capture the determining factors for predicting ratings
even when the user data is not sufficient. The N-CDCF-U
also achieves reasonable performance when the data is rela-
tive dense, i.e., the 75% training set, but its performance de-
generates very rapidly when the data becomes sparser. It is
because the neighborhood based method usually fails to find
any global similarity among users when the data is sparse [Su
and Khoshgoftaar, 2009]. For the MF based CDCF models,
the CMF outperforms the MF-CDCF because the CMF pro-
vides an effective way to transfer knowledge between do-
mains whereas the MF-CDCF simply aggregates all available
data together, ignoring heterogeneities in different domains.

Then, we evaluated the prediction performance for cold-
start cases. Figure 4 illustrates the results of all comparative
methods. Once again, the BLMA models achieve better per-
formance than other approaches. In this experiment, we find
that the CMF lags much behind the BLMA. Although the
CMF captures common user factors across all domains, it
does not correlate users, nor does it model domain-specific
factors. In cold-start cases, the CMF inevitably suffers from
the blind-transfer issue. In comparison, the BLMA captures
multilevel effects instead of just individual effects. Such de-
sign enables the BLMA leveraging the knowledge learned
from the domain-level and the community-level data even

2631

when the individual-level data are not available. Specially,
the BLMA-C (using the community mean cf. § 3.3) outper-
forms the BLMA-P (using the population mean), which illus-
trates that leveraging neighbors’ feedbacks can more effec-
tively improve the accuracy when a user’s data is absent.

i
0.9 I \-CDCF-U
o I N-CDCF-|
w 085 EImF-cDCF
= o8 [ Jc™MF
I BLMA-P
0.75 I 5LVA-C
0.7

Book Music CD
Figure 4: MAE of comparative models for the cold-start cases

Figure 5 (a) plots the sampled domain effects, a,, of all
four domains, and the cosine similarities between each pair
of a, are also provided in (b). The larger similarity may re-
flect the smaller domain heterogeneity to share knowledge.
As to a specific effect a; € a4, it is positive in some do-
mains, which results in a larger item factor v, € v, contrib-
utes more to the rating, i.e. a,vy. In contrast, a; is negative
in other domains, so the larger v, (e.g. the price of an item)
gives the more negative contribution to the rating, e.g., higher
price may yield lower rating. Moreover, the random effects
model is often used in the analysis of variance (ANOVA).
Figure 5 (c) shows the sampled variances for community ran-
dom effects, 04, of the Book and Music domain. A large var-
iance for a community effect, o, € 04, reflects users in dif-
ferent communities having quite different views to the item
effect v, € v, (e.g. the genre of music) whereas a small var-
iance reflects very close views to v;, over all communities.
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Figure 5: (a) The domain effects of all four domains; (b) The cosine
similarity between each pair of domain effects; (c) The variances of

community effects of the Book and Music domain.

6 Conclusions

In this paper, we propose the BLMA approach to solve the
CDCEF problem by employing a multilevel effects model to
overcome the vulnerabilities of flat individual effects model
in traditional MF approaches. The experimental results indi-
cate that the BLMA can achieve much better performance
than other state-of the-art models. Since the BLMA provides
an integrated approach by coupling the multilevel analysis
with the MF, we also expect it to become a general frame-
work for new applications other than the CDCF problem.



Acknowledgement

This work is partially supported by Australian Research
Council Discovery grant (DP130102691), Linkage grants
(LP120100566 and LP100200774), China National Science
Foundation (Granted Number 61073021, 61272438), Re-
search Funds of Science and Technology Commission of
Shanghai Municipality (Granted Number 11511500102,
12511502704), Cross Research Fund of Biomedical Engi-
neering of Shanghai Jiaotong University (YG2011MS38).

*Jian Cao is the corresponding author

References

[Berkovsky, et al., 2007] Berkovsky, S., Kuflik, T., Ricci, F.:
Cross-Domain Mediation in Collaborative Filtering. In
Proceedings of the 11th international conference on User
Modeling, pp. 355-359. Springer-Verlag (2007)

[Browne, 1998] Browne, W.J.: Applying MCMC methods to
multi-level models. University of Bath (1998)

[Browne and Draper, 2006] Browne, W.J., Draper, D.: A
comparison of Bayesian and likelihood-based methods for
fitting multilevel models. Bayesian Analysis 1, 473-514
(2006)

[Browne and Draper, 2000] Browne, W.J., Draper, D.:
Implementation and performance issues in the Bayesian
and likelihood fitting of multilevel models. Computational
statistics 15,391-420 (2000)

[Browne, et al., 2001] Browne, W.J., Goldstein, H., Rasbash,
J.: Multiple membership multiple classification (MMMC)
models. Statistical Modelling 1, 103-124 (2001)

[Fortunato, 2010] Fortunato, S.: Community detection in
graphs. Physics Reports 486, 75-174 (2010)

[Gelman and Hill, 2006] Gelman, A., Hill, J.: Data analysis
using regression and multilevel/hierarchical models.
Cambridge University Press (2006)

[Goldstein, et al., 2007] Goldstein, H., de Leeuw, J., Meijjer,
E.: Handbook of multilevel analysis. Springer (2007)

[Koren, 2008] Koren, Y.: Factorization meets the
neighborhood: a multifaceted collaborative filtering
model. In Proceedings of the 14th ACM SIGKDD
international conference on Knowledge discovery and
data mining, pp. 426-434. ACM (2008)

[Koren, et al.,2009] Koren, Y., Bell, R., Volinsky, C.: Matrix
factorization techniques for recommender systems.
Computer 42, 30-37 (2009)

[Leskovec, et al., 2007] Leskovec, J., Adamic, L.A.,
Huberman, B.A.: The dynamics of viral marketing. ACM
Trans. Web 1,5 (2007)

[Li, 2011] Li, B.: Cross-Domain Collaborative Filtering: A
Brief Survey. In Proceedings of the 2011 IEEE 23rd
International Conference on Tools with Artificial
Intelligence, pp. 1085-1086. IEEE Computer Society
(2011)

2632

[Li, ef al., 2009] Li, B., Yang, Q., Xue, X.: Can movies and
books collaborate? cross-domain collaborative filtering
for sparsity reduction. In LJCAI, pp. 2052-2057. Morgan
Kaufmann Publishers Inc. (2009)

[Li, et al., 2009] Li, B., Yang, Q., Xue, X.: Transfer learning
for collaborative filtering via a rating-matrix generative
model. In Proceedings of the 26th Annual International
Conference on Machine Learning, pp. 617-624. ACM
(2009)

[Ma, et al., 2008] Ma, H., Yang, H., Lyu, M.R., King, I.:
SoRec: social recommendation using probabilistic matrix
factorization. In Proceeding of the 17th ACM conference

on Information and knowledge management, pp. 931-940.
ACM (2008)

[Pan, ef al., 2010] Pan, W., Xiang, E.W., Liu, N.N., Yang,
Q.: Transfer learning in collaborative filtering for sparsity
reduction. In Proceedings of the 24th AAAI Conference on
Artificial Intelligence (2010)

[Rabe-Hesketh and Skrondal, 2008] Rabe-Hesketh, S.,
Skrondal, A.: Multilevel and longitudinal modeling using
Stata. STATA press (2008)

[Raudenbush, 1993] Raudenbush, S.W.: A crossed random
effects model for unbalanced data with applications in
cross-sectional and longitudinal research. Journal of
Educational and Behavioral Statistics 18, 321-349 (1993)

[Salakhutdinov and Mnih, 2008] Salakhutdinov, R., Mnih,
A.: Bayesian probabilistic matrix factorization using
Markov chain Monte Carlo. In Proceedings of the 25th
international conference on Machine learning, pp. 880-
887. ACM (2008)

[Singh and Gordon, 2012] Singh, A.P., Gordon, G.: A
Bayesian matrix factorization model for relational data.
arXiv preprint arXiv:1203.3517 (2012)

[Singh and Gordon, 2008] Singh, A.P., Gordon, G.J.:
Relational learning via collective matrix factorization. In
Proceeding of the 14th ACM SIGKDD international
conference on Knowledge discovery and data mining, pp.
650-658. ACM (2008)

[Snijders and Bosker, 2011] Snijders, T.A.B.A.B., Bosker,
R.J.: Multilevel analysis: An introduction to basic and
advanced multilevel modeling. Sage Publications Limited
(2011)

[Su and Khoshgoftaar, 2009] Su, X., Khoshgoftaar, T.M.: A
survey of collaborative filtering techniques. Adv. in Artif.
Intell. 2009, 2-2 (2009)

[Weston, et al., 2012] Weston, J., Wang, C., Weiss, R.,
Berenzweig, A.: Latent Collaborative Retrieval. In
Proceedings of the 29th International Conference on
Machine Learning, pp. 9-16. Omnipress (2012)




<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice




